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Abstract—A new triple wing harmonium (TWH) model
that integrates text metadata into a low-dimensional seman-
tic space is proposed for the application of content-based
movie recommendation. The text metadata considered here
include movie synopsis, actor list, and user comments.
We develop a new TWH model projecting these multiple
textual features into low-dimensional latent topics with dif-
ferent probability distribution assumptions. A contrastive
divergence (CD) algorithm is used for efficient learning and
inference. Experimental results suggest that the proposed
method performs better than the state-of-the-art algorithms
for movie recommendation.

Index Terms—Harmonium model, movie recommenda-
tion, multiple features, text metadata.

I. INTRODUCTION

T HE RAPID development of electronic platforms (such as
the Internet) has made massive amount of information

available and easy access to people’s lives, which leads to a
growing demand of developing highly effective systems that
are capable of filtering out irrelevant information and select-
ing content to meet user needs. Recommender systems are just
such systems used to facilitate the above process. They have
been successfully applied in diverse areas, such as negotiation
[1], business process modeling [2], vehicle information systems
[3], to name just a few.

The widely used techniques of recommender systems are col-
laborative filtering [4] and content-based recommending [5].
Collaborative filtering relies on users’ own explicit and implicit
preferences, the preferences of other users, and the attributes of
all users and items. It assumes that a given user’s preferences
are similar to another user of the system and that a sufficient
number of user ratings is available. There are two typical issues
that stand out as problematic in collaborative filtering.

1) Items that have not been rated by a sufficient number of
users cannot be effectively recommended.

2) A collaborative approach is not able to recommend items
that no one has yet rated or purchased.

This is the so-called cold-start problem. Content-based
recommending, on the other hand, can help to overcome these
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issues by inferring similarities between existing and new users,
as well as between existing and new items [6]. It recommends
items based on content features about the item itself rather
than on the preferences of other users. Finding an appropriate
function to evaluate the similarity between two items is of
utmost importance in a content-based recommender system.

Movie recommendation, one of important recommending
applications, has attracted considerable attention for its great
promise in digital television domain and online video share
platforms [7]–[11]. In this paper, we develop a triple wing
harmonium (TWH) model for movie recommendation. The
TWH model aims at providing a better latent representation for
movies using multiple textual features, namely movie synop-
sis, actor list, and user comments. Different from previous work
that usually considers synopsis, actor list, categories, directors,
and keywords, as text description of a movie, this paper incor-
porates user comments into the recommender system based on
two observations.

1) Since user comments express personal opinions, two sim-
ilar movies may contain similar comments from different
users; thus, combining the similarity contributed by user
comments into the similarity from pure text description
enables us to formulate a more “compact similarity,”
which is beneficial to recommendation.

2) The variety found in the comments may include contro-
versy, sentiment, and many popular topics; this variety
can help to relieve the serendipity problem, i.e., the
content-based systems tend to produce recommendations
with a limited degree of novelty [12].

Incorporating these multiple features into a unified movie
representation, however, is difficult. It is possible to use the
traditional “bag of words” model [13] to combine these fea-
tures, but it needs to identify the weights of different features
in advance. To overcome this, a TWH model is developed
to learn a latent representation for each movie by combining
these features in an unsupervised manner. Specifically, all the
user comments in a data set are first mapped onto a grid by
employing a widely used clustering technique, self-organizing
map (SOM) [14]. The comment positions on the grid for each
movie are then used to construct a vector, where each compo-
nent represents the number of occurrences that user comments
have been mapped onto a certain position. In the TWH, we
model term counts in the movie synopsis with a conditional
Poisson distribution, actors present in a movie with a condi-
tional Bernoulli distribution, and the features generated from
user comments with another Poisson distribution, respectively.
Latent topics are treated as a conditional binomial distribu-
tion involving weighted matrices and multiple features. The
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performance of TWH is investigated in the applications of
movie recommendation. We show the superiority of TWH with
respect to several evaluation measures compared to the state-of-
the-art methods. We also investigate the influence of number of
latent topics and different learning methods for TWH inference.

This paper is organized as follows. Related work is briefly
reviewed in Section II. Multiple features extraction framework
is introduced in Section III. In Section IV, a new TWH model
is presented in detail. Section V introduces the contrastive
divergence (CD) algorithm for TWH learning and inference.
Experimental results followed by discussions are presented in
Section VI. This paper ends with conclusion and future work
propositions in Section VII.

II. RELATED WORK

There is a large body of literatures working on both collab-
orative filtering and content-based recommender systems. Due
to space limitation, we only review the work that belongs to the
movie recommending domain. Mak et al. [7] proposed a recom-
mender system by using text categorization techniques to learn
from movie synopses. In the recommending process, the user
was asked to rate a minimum number of movies into six cate-
gories: 1) terrible; 2) bad; 3) below average; 4) above average;
5) good; and 6) excellent. In the similar way, Mukherjee et al.
[8] introduced a Movies2Go system that learns user preferences
from the synopsis of movies rated by the user. The innovative
aspect of Movies2Go lies in the use of voting strategies to allow
multiple individuals with conflicting preferences and to man-
age them in a single user. In a later study, Szomszor et al. [9]
described a movie recommendation system built purely on the
keywords assigned to movies via collaborative tagging. For an
active user, the system produces recommendations relying on
the similarity between the keywords of a movie and those of the
tag-clouds of movies the user rated. The presented results show
that the performance can be improved by combining tag-based
profiling techniques compared with traditional content-based
recommender strategies. In a recent study, an external source
Wikipedia was used to estimate similarity between movies in
order to provide more accurate predictions for the Netflix Prize
competition [10]. Concretely, the content and the hyperlink
structure of Wikipedia articles are exploited to identify sim-
ilarities between movies. A similarity matrix indicating the
degree of similarity of each pair of movies is formulated. A
k-nearest neighbor and a pseudo-singular value decomposition
(SVD) algorithm are used to predict user ratings. But these
methods do not demonstrate significant performance improve-
ment. To exploit the advantages of both collaborative and
content-based filtering methods, Lekakos and Caravelas [11]
proposed a hybrid approach relying on the monitoring of certain
parameters that trigger either a content-based or a collaborative
filtering prediction.

From the aspect of item representation, a movie can be rep-
resented by a set of features, e.g., actors, directors, genres,
synopsis, plot summaries, reviews, and short abstract. When
the movie is described by the same set of attributes, it can be
represented by a word vector [12]. Thus, many bag of words
models, widely used in documents, can be employed to learn
a movie representation. The between-movie similarity can be

measured by the widely used cosine distance. However, the
features extracted from a movie may play different roles in
the recommender system. Automated capturing the weights of
different features for recommendation is critical. Traditional
methods, such as the vector space model (VSM) [13], the latent
semantic indexing (LSI) [15], the probabilistic LSI (PLSI)
[16], the latent Dirichlet allocation (LDA) [17], and the rate
adapting Poisson (RAP) model [18], mainly consider only one
type of features, for instance, the term frequency (tf ) extracted
from movie synopsis. In line with the item representation, the
TWH model presented in this paper aims at learning a unified
latent representation with different movie features. The result-
ing representation can be used in other content-based or hybrid
recommending methods.

III. FEATURE ENCODING

The features used in this paper include movie synopsis,
actors, and user comments. We believe that these three types
of features can provide sufficient information to discriminate
the movie between-similarity. It is worth pointing out that other
features, such as titles, genres, directors, and short abstracts can
be easily grouped into these three types of features.

A. Movie Synopsis

The synopsis can be viewed as a text description of movie
content. Similar to document modeling, words from all the syn-
opses are first extracted in the given data set and stemming
was subsequently applied to each word. Stems are often used
as basic features instead of original words. We then remove
the stop words, a set of common words like “a,” “the,” “are,”
etc., and store the stemmed words together with the informa-
tion of the tf . A vocabulary is then constructed for forming a
histogram vector for each synopsis. Thus, each synopsis can be
represented by a vector X , in which each component represents
the tf in a synopsis.

B. Actor List

Another factor affecting on user preference is the actor list,
because users may be fans of some actors. For feature represen-
tation, we can extract all the actors from the data set. Then, the
actor list for each movie can be described by a binary vector
Y in which each component indicates the presence or absence
of an actor. Thus, this binary state of the actor will capture the
movie similarity from the aspect of actor list.

C. User Comment

With the rise of Internet, users can easily share their opinions
on some movies through various online platforms. A popular
movie may receive hundreds or even thousands of comments
from different users. One possible way to represent these fea-
tures is grouping all the comments for a movie into one single
document and describing it with a term vector similar to the
synopsis. This simple strategy, however, cannot capture the
discriminative information of different user opinions. In this
paper, we introduce a new method to project these user com-
ments into a vector. Specifically, we first extract the words from
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all the comments in a data set. After stemming and removing
stop words, a vocabulary is constructed. Each comment can be
represented by a histogram vector. But each vector is a sparse
vector due to the short length of the comment. In order to make
the framework computationally efficient, a typical principle
component analysis (PCA) was used to project each histogram
vector, associated with a comment, into a d-dimensional feature
space (d is much smaller than the original feature dimension,
in this paper, we set d = 100). It is noted that other advanced
dimensionality reduction methods can be used, instead of PCA.
We then employ the SOM [14] algorithm to map all the reduced
feature vectors onto an m×m two-dimensional (2-D) grid.

SOM is a versatile unsupervised neural network used for
dimensionality reduction, vector quantization, and visualization
[14]. It is able to preserve a topologically ordered output map,
where input data are mapped into a small number of neurons.

A basic SOM consists of m2 neurons located on a regular
low-dimensional grid, which is usually a 2-D grid. The lattice
of the grid is either hexagonal or rectangular. The SOM algo-
rithm is iterative. Each neuron i has a d-dimensional feature
vector wi = [wi1, . . . , wid]

T . At each training step t, a sample
data vector x(t) is randomly selected from a training set. The
distances between x(t) and all the feature vectors {wi} are cal-
culated. The winning neuron, denoted by c, is the neuron with
the feature vector closest to x(t) given by

c = argmin
i

(S (x(t), wi)) , i ∈ {1, 2, . . . ,m2
}

(1)

where S (x(t),wi) is a distance function between x(t) and wi.
In the sequential SOM algorithm, the winner neuron and its
neighbor neurons are updated according to the weight-updating
rule in a form of

wj(t+ 1) =

{
wj(t) + η(t)rjc(t) (x(t)− wj(t)) ∀j ∈ Nc

wj(t), otherwise

(2)

where Nc is a set of neighboring neurons of the winning neuron.
η(t) is the learning rate which decreases monotonically with
iteration t in the form of

η(t) = η0 · exp
(
−a · t

T

)
(3)

where η0 is the initial learning rate, a is an exponential decay-
ing constant which is set to 3 in this study, and T is a time
constant set to the maximum number of iterations. rjc(t) is the
neighborhood kernel function that indicates the distance of a
neighborhood neuron j with coordinate (xG

j , y
G
j ) to the win-

ning neuron c at position (xG
c , y

G
c ). This neighborhood function

is a nonincreasing function that can be taken as a Gaussian
function

rjc(t) = exp

(
− [(xG

j − xG
c )

2 + (yGj − yGc )
2]

2(Ω(t))2

)
(4)

where Ω(t) is the width of the neighborhood function that
decreases monotonically with iteration t in the form of

Ω(t) = η0 · exp
(
− t

T
· log(Ω0)

)
(5)

Fig. 1. Example of the mapping process for user comments.

Fig. 2. Topologies of different harmonium models. (a) Basic harmonium.
(b) TWH.

where Ω0 is the initial width. The detailed SOM training and
mapping algorithm can be found in [14].

The positions of user comments on the grid for each movie
are used to construct a vector Z where each element repre-
sents the number of occurrences that user comments have been
mapped onto a certain position. Here, the new constructed vec-
tor is a flat vector with size m2 transformed from the mapping
grid. Fig. 1 illustrates an example of the mapping process. We
assume that the movie Brave Heart includes four user com-
ments. After SOM training, it is straightforward to map these
four comments onto a grid (here, suppose the grid size is
4× 4). According to the mapping positions of the comments,
we can construct a flat vector [0,0,0,0,0,2,0,0,0,1,1,0,0,0,0,0].
This vector is then treated as the comment features in the TWH
modeling process.

IV. TWH

The original harmonium model refers to a family of bipartite
undirected graphical models. Fig. 2(a) describes the bipartite
topology of a harmonium that contains two layers of nodes.
Nodes X = {Xi} at the bottom layer represent the observed
data and nodes H = {Hk} at the top layer denote the latent
topics (or hidden units) of the data. For document data, X can
represent tf feature (i.e., term counts) of each document, and
H represents the resultant discriminator by projecting higher
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dimensional tf feature into low-dimensional semantic space.
One of the advantages of harmonium model is that the nodes
within the same layer are conditionally independent given the
nodes in the other layer, which facilitates the generation of
harmonium distribution based on two between-layer condi-
tional distributions p(x|h) (p(x|h) = Π

i
p(xi|h)) and p(h|x)

(p(h|x) = Π
j
p(hj |x)) [18], [19].

A. Exponential Family Harmonium (EFH)

The EFH model [20], a special class of harmonium models
in the exponential family, can be treated as an undirected prob-
ability model that combines latent topics in the log-probability
domain. The conditional distributions at the two layers and the
joint distribution (harmonium random field) are in the form
of [20]

p(x|h) = Π
i
p(xi|h) ∝ Π

i
exp

⎧⎨
⎩
⎛
⎝θi +∑

j

Wijg(hj)

⎞
⎠ f(xi)

⎫⎬
⎭
(6)

p(h|x) = Π
j
p(hj |x) ∝ Π

j
exp

{(
ηj +

∑
i

Wijf(xi)

)
g(hj)

}

(7)

p(x, h)∝ exp

⎧⎨
⎩
∑
i

θif(xi)+
∑
j

ηjg(hj)+
∑
ij

Wijf(xi)g(hj)

⎫⎬
⎭

(8)

where {f(xi)} and {g(hj)} are the sufficient statistics of node
{xi} and {hj}. {θi}, {ηj}, and {Wij} are the parameters,
which can be determined by the learning algorithm. In the
above distributions, the global partition function is not explic-
itly shown, making the harmonium learning more difficult.
From the distributions, it is noted that the term {Wij} couples
the data nodes x to the latent topics h. By learning and infer-
ence, latent topics h will be harmonized with the observed data
x such that h captures the semantics in x [19].

B. RAP Model

To generate a component-wise nonlinear projection from
the input space to the output latent space, Gehler et al. [18]
extended the EFH model to the RAP model, a more general
topology of the EFH. The RAP model couples latent topics to
term counts using a conditional Poisson distribution involving
a single weight matrix. RAP uses conditional Poisson distribu-
tion for the tf feature and conditional binomial distribution for
the latent topics as follows [18]:

p(x|h) = Π
i

(
Poissonxi

(
αi +

∑
k

Wikhk

))
(9)

p(h|x) = Π
k

(
Binomialhk

(
σ

(
τk +

∑
i

Wikxi

)
,Mk

))

(10)

where σ(·) is the sigmoid function, αi is the log mean
rate of the conditional Poisson distribution for term i, τk =
log (pk/(1− pk)) (pk is the probability of success), and Mk

is the total number of samples for the conditional binomial dis-
tribution for topic k. The joint distribution over (x, h) can be
expressed as

p(x, h) ∝ exp

{∑
i

(αixi − log(Γ(xi)))

+
∑
k

(τkhk− log(Γ(hk))− log(Γ(Mk−hk)))

+
∑
ik

Wikxihk

}
(11)

where Γ(·) is the Gamma function. The marginal probability of
nodes x is given by

p(x) ∝ exp

{∑
i

(αixi − log(Γ(xi)))

+
∑
k

(
Mk log

(
1 + exp

(∑
i

Wikxi + τk

)))}
.

(12)

RAP can model the behavior that the values of the variables at
the opposite layer shift the canonical parameters of the variables
at the corresponding layer. The variation of {τk} decides the
impact on the Poisson rate {αi} with the rate adapting property
[18], [19].

C. TWH Model

For video and image applications, Xing et al. [21] proposed a
dual wing harmonium (DWH) model for the fusion of features
from text features and image features. In their DWH model,
authors directly treated the term counts via a Bernoulli distri-
bution and the whole image color histogram via a multivariate
Gaussian distribution. These two types of features were then
projected into the latent space with low dimension. This new
fusion strategy performs well for image annotation and video
classification. Motivated by [21], Zhang et al. extended the
RAP model to a new DWH model for document data [19]. The
architecture of DWH for document data consists of two wings
at the bottom layer. One wing represents the observed tf feature
and the other denotes the sampled term connection frequency
(tcf) feature. They treated the tf via a Poisson distribution and
the tcf via a Bernoulli distribution. Encouraging results have
been achieved by the DWH model in document retrieval [19].
In this paper, we attempt to extend the RAP model further to a
TWH model for movie data. Fig. 2(b) shows the architecture of
TWH for movie data that consist of three wings at the bottom
layer. Specifically, one wing represents the observed tf fea-
ture {Xi} extracted from the movie synopsis. The second wing
represents the actor feature {Yi} sampled from the actor list.
The third wing represents the comment feature {Zi} obtained
from the SOM grid. Thus, TWH integrates the multiple fea-
tures, associated with synopsis, actor list and user comments, as
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low-level features into latent topics as high-level features to rep-
resent movie semantics. These three types of features interact
with each other through the weighted matrices.

In our TWH, we use conditional Poisson distribution for the
tf feature obtained from synopsis as follows:

p(xi|h) = Poisson

(
xi|αi +

∑
k

Wikhk

)
. (13)

The actor list indicates the presence of each actor. So, we use
conditional Bernoulli distribution for the binary state of this
actor feature as follows:

p(yj |h) = Bernoulli

(
yj |σ

(
βj +

∑
k

Ujkhk

))
(14)

where {Ujk} represents the weighted matrix coupling the actor
feature to latent topics, βj is the learning parameter for the jth
component in the actor vector. For the comment feature, we
have used an SOM to produce clusters of user comments on the
SOM grid. Due to the variety of semantics delivered by user
comments, we can use another Poisson distribution to approx-
imately represent the distribution of comments over the SOM
grid. The conditional Poisson distribution is in the form of

p(zl|h) = Poisson

(
zl|γl +

∑
k

Vlkhk

)
(15)

where {Vlk} represents the weighted matrix coupling the com-
ment feature to latent topics, and γl is the learning parameter
for the lth component in the comment vector. Finally, the
latent topics {Hk} follow the conditional binomial distribution
depending on a weighted combination of synopsis feature x,
binary actor feature Y , and comment feature z in the following
way:

p(hk|x, Y, z)

= Binomial

⎛
⎝hk|σ

⎛
⎝τk+∑

i

Wikxi+
∑
j

Ujkyj+
∑
l

Vlkzl

⎞
⎠,Mk

⎞
⎠.

(16)

We then define the following joint distribution to be consistent
with the above conditional distributions:

p(x, Y, z, h) ∝ exp

⎧⎨
⎩
∑
i

(αixi − log(Γ(xi)))

+
∑
l

(γlzl − log(Γ(zl)))

+
∑
j

βjyj +
∑
k

(τkhk − log(Γ(hk))

− log(Γ(Mk − hk))) +
∑
ik

Wikxihk

+
∑
jk

Ujkyjhk +
∑
lk

Vlkzlhk

⎫⎬
⎭ . (17)

The marginal distribution over (x, Y, z) can be expressed as
follows by marginalizing out the latent topics h in (17):

p(x, Y, z) ∝ exp

⎧⎨
⎩
∑
i

(αixi − log(Γ(xi))) +
∑
j

βjyj

+
∑
l

(γlzl − log(Γ(zl)))+
∑
k

(
Mk log

(
1 + exp

×
⎛
⎝∑

i

Wikxi+
∑
j

Ujkyj +
∑
l

Vlkzl + τk

)))}
.

(18)

The detailed derivation of (18) can be found in the Appendix.
Likewise, in (17) and (18), the global partition function is not
explicitly shown.

From the above probability distributions, we can see that the
TWH model in this paper is an extension of the RAP model.
It inherits rate adapting property that is determined by syn-
opsis, actor, and comment features simultaneously. Thus, the
learned latent topics will capture more information from movies
to perform movie recommending task.

V. LEARNING AND INFERENCE

The parameters of the proposed TWH model {αi}, {βj},
{γl}, {τk}, {Wik}, {Ujk}, and {Vlk} can be learned by max-
imizing the likelihood of the movie data according to (18).
Due to the complexity of the model, it is extremely difficult
to obtain closed-form solution to the optimization problem. We
have to perform stochastic gradient ascent on the log-likelihood
of data in iteration. The learning rules can be derived from
log-likelihood of (18) in the following way:

δαi = 〈xi〉p̃ − 〈xi〉p (19)

δβj = 〈yj〉p̃ − 〈yj〉p (20)

δγl = 〈zl〉p̃ − 〈zl〉p (21)

δτk = Mk(
〈
σ(h̄k + τk)

〉
p̃
− 〈σ(h̄k + τk)

〉
p
) (22)

δWik = Mk(
〈
xiσ(h̄k + τk)

〉
p̃
− 〈xiσ(h̄k + τk)

〉
p
) (23)

δUjk = Mk(
〈
yjσ(h̄k + τk)

〉
p̃
− 〈yjσ(h̄k + τk)

〉
p
) (24)

δVlk = Mk(
〈
zlσ(h̄k + τk)

〉
p̃
− 〈zlσ(h̄k + τk)

〉
p
) (25)

where h̄k =
∑
i

Wikxi +
∑
j

Ujkyj +
∑
l

Vlkzl, 〈·〉p̃ represents

the expectation under empirical distribution (i.e., data average),
and 〈·〉p represents the expectation under model distribution
of the harmonium at the current values of the parameters.
However, due to the presence of global partition function in the
log-likelihood of (18), it is hard to directly estimate the model
expectation 〈·〉p. There are many approximate inference meth-
ods to estimate this expectation such as CD learning [22], mean
field (MF) approximation [23], and Langevin method [24]. CD
learning algorithm is proposed to approximate exact gradient
ascent search. MF is an alternative method that approximates
the model distribution through a factorized form as a product of
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Algorithm 1. CD learning procedure for the TWH model

Initialize the parameters: {αi}, {βj}, {γl}, {τk}, {Wik},
{Ujk}, and {Vlk}.
repeat

Sample the latent topics given the input data using Eq.(16);
Resample the corresponding synopsis data-case given the
sampled values of the latent topics using Eq.(13);
Resample the corresponding actor data-case given the
sampled values of the latent topics using Eq.(14);
Resample the corresponding comment data-case given the
sampled values of the latent topics using Eq.(15);
Compute the data averages and sample averages in
Eqs.(19)-(25);
Update the parameters using the gradient ascent rules in
Eqs.(19)-(25).

until Convergence.
Return: {αi}, {βj}, {γl}, {τk}, {Wik}, {Ujk}, and {Vlk}.

marginal distributions over clusters of variables [21], [23]. With
inheriting all the proposal moves of Langevin Monte Carlo
method, the Langevin approach uses noisy steepest ascent to
avoid local optima as well as taking advantage of the gradient
information [24]. In this section, we only introduce the detailed
CD learning algorithm for TWH training. We have also com-
pared the performance of different algorithms for learning and
inference in the experiment.

In each step of gradient ascent, CD starts from a separate
Gibbs sampler defined by (13)–(16) at a data case, runs it for
only a few steps and then uses these samples to approximate
the model expectation 〈·〉p together with computing the gradi-
ent through (19)–(25). It has been proved that the parameters
through this learning process will converge to the maximum
likelihood estimation [22]. The whole learning procedures are
illustrated in Algorithm 1.

After learning and inference, all the movie data can be pro-
jected to low-dimensional latent representations. The TWH
model is now ready to perform movie recommendation. Given a
movie, we can simply compare it with other movies in a data set
and return the most similar ones to construct the recommended
list. The similarity between two movies can be calculated by
the cosine distance between their latent representations learned
by the TWH model.

VI. EXPERIMENT

A. Data Set and Experimental Setup

At present, there is no publicly available benchmark data
set for evaluating the performance of content-based movie
recommendation. In order to provide a real-life and demand-
ing testing platform, we have established a large-scale data
set compiled from the Internet movie database1 (IMDb), the
world’s most popular and authoritative source for movie, TV,
and celebrity content. Initially, we downloaded 259 825 movies
from the IMDb. We then filtered out many unpopular movies,
because they usually have neither synopsis description nor user

1[Online]. Available: www.imdb.com

comments. 5921 movies were left as the final experiment data
set. The vocabulary size for synopsis is 14 448. For each movie,
we only considered the top six actors in the actor ranking
list, as the leading actors are more important in a movie. The
total number of actors presented in these movies is 17 730,
which is equal to the vocabulary size for actor features. To
date, these movies include 1 256 762 user comments in total.
The SOM grid size for mapping these user comments was set
to 100× 100. The initial learning rate for SOM was set to
0.3. The initial radius of the neighborhood function was set
to half-length of the square grid. The number of total training
iterations was set to five times of the total number of user com-
ments. In this study, these parameter settings were observed
to be a good choice. The corpus was split into a training set
and a test set that is used for query. We randomly selected
592 test movies. The remaining 5329 movies were used for
TWH training. All the experiments were performed on a PC
with Intel(R) Xeon(R) CPU X3430 at 2.40 GHz and 8.00 GB
memory. The feature extraction programs were written in Java
programming language. All the recommending programs were
tested on MATLAB 7.12.0 (R2011a).

B. Comparative Study on Recommending Performance

For comparison, we compared the proposed TWH model
with the state-of-the-art algorithms including DWH [19],
RAP [18], LDA [17], PLSI [16], LSI [15], and VSM [13].
Parameters involved in TWH were set as follows: the learn-
ing rate and the momentum term to speed up the convergence
in TWH were set to 0.01 and 0.95, respectively; and the TWH
based on 1000 learning iterations using gradient ascent on mini-
batches of 100 random training samples per iteration. DWH and
RAP used the same parameter settings for training. It is worth
pointing out that if we view tf and tcf features in document data
as synopsis and actor features in movie data, respectively, the
DWH model can be straightforwardly applied to movie model-
ing. RAP, LDA, PLSI, LSI, and VSM used the synopsis features
for recommending.

In IMDb, popular movies have around 12 relevant movies
being recommended according to other users’ preferences. We
used this labeled information for performance evaluation. For
each test movie, we built a random pool with size 6 (one pos-
itive + five negative) to measure the performance of different
recommending models. To quantify the recommending results,
we used four commonly used metrics [25]: normalized dis-
counted cumulative gain at rank k (NDCG@k), mean reciprocal
rank (MRR), success at rank k (S@k), and precision at rank k
(P@k). The larger values these metrics deliver, the better the
algorithm performs.

The numerical results with respects to NDCG@1,
NDCG@6, and MRR are summarized in Table I. Figs. 3–5
visually illustrate the comparative results using different
models. Here, the number of latent topics produced by TWH,
DWH, RAP, LDA, PLSI, and LSI is 150. From Table I, it
is clear that TWH performs the best in comparison to other
methods. Specifically, TWH achieves at least around 4%
improvement of NDCG@1 and 3% improvement of MRR over
other approaches, respectively. RAP and DWH deliver similar
results. It suggests that combining actor features into movie
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TABLE I
RECOMMENDING RESULTS OF COMPARED MODELS

1 2 3 4 5 6
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Fig. 3. Average NDCG against number of recommended movies.

Fig. 4. Success against number of recommended movies.

Fig. 5. Average precision against number of recommended movies.

representation does not bring a net performance gain. However,
TWH produces significant performance improvement over
DWH and RAP, which indicates that integrating user comment
features into movie representation is beneficial to recom-
mendation. From Fig. 3, TWH consistently performs better
than other methods with different numbers of recommended
movies. Fig. 4 shows that TWH delivers better results when
the number of recommend movies is smaller than 3, but TWH,
LDA, PLSI, LSI, and VSM demonstrate similar performance
when the number of recommended movies increases. Similar
results can be found in Fig. 5.

The number of latent topics may also affect the recommend-
ing results of our model. To show this effect, we provided the

Fig. 6 Average NDCG@1 against number of latent topics.

Fig. 7. Comparative results of different learning methods for TWH
training.

empirical results of dimensionality reduction related methods
with different feature dimensions varying from 50 to 250 at
an increment of 50. The results with respect to NDCG@1 are
shown in Fig. 6. It is observed that the TWH model delivers
relatively stable results with different numbers of latent top-
ics. Likewise, TWH consistently performs better than other
methods.

C. Comparative Study on TWH Learning Algorithms

This section studies the effect of different learning
approaches for TWH inference based on recommending results.
Fig. 7 shows the NDCG@1 values of the TWH model imple-
mented using different approximate inference methods with the
number of latent topics from 50 to 250 at an increment of 50.
From Fig. 7, the Langevin method performs the best when the
number of latent topics is larger than around 130, but there is a
sharp drop when the number of latent topics decreases to 100.
In contrast, CD learning method shows relatively stable perfor-
mance against the change of the number of latent topics. Thus,
CD learning should be advocated in real applications.

VII. CONCLUSION

A new TWH model for movie data is proposed for the
application of movie recommendation. This TWH model inte-
grates multiple features into low-dimensional semantic space
with latent topics for movie representation. In particular, user
comments are newly incorporated into movie representation.
By taking advantage of the power of SOM clustering, a new
method is introduced to transform comment features for the
TWH modeling. TWH extends the basic RAP model to three
wings by using different conditional probability distributions.
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It does not only include the properties of RAP but also con-
tains capability to capture the semantic information hidden
in actor and comment features. The experimental results cor-
roborate that the proposed approach is effective for movie
recommendation. Our future work will include integrating more
features into movie representation and develop new seman-
tic fusion strategies. We also plan to work on the inference
algorithms to enhance the learning efficiency of harmonium
models.

APPENDIX

Here, we show the derivation of the marginal distribution
over (x, Y, z) in the TWH model. We defined the joint distri-
bution over (x, Y, z, h) as shown in (17) (see Section IV-C). On
the other hand, the latent topics {Hk} follow the conditional
binomial distribution depending on a weighted combination of
synopsis feature x, binary actor feature Y , and comment feature
z as follows:

p(hk|x, Y, z)

= Binomial
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where

(
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)
= Γ(Mk)

Γ(hk)Γ(Mk−hk)
= Mk!

hk!(Mk−hk)!
. According

to the definition of conditional probability distribution, we are
ready to derive the marginal distribution over (x, Y, z) as shown
in (27), at the bottom of the page which is exactly consistent
with (18).
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